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ABSTRACT 

From experiments a mathematical model is derived that quantitatively describes the dispersion 
processes in free solution capillary electrophoresis (FSCE) under both stacking and non-stacking condi- 
tions. The dispersion is subdivided into an axial, a radial and an introduction term. The last term includes 

an eventual stacking process, extraneous injection and diffusion during sample introduction. Each of the 
dispersive terms is derived and discussed. Guidelines for improved peak efficiency during FSCE analysis 
with stacking conditions are presented. 

INTRODUCTION 

In the past decade, high-performance capillary electrophoresis (HPCE) [ 1,2] has 
evolved as a very promising technique well suited for the analysis of, e.g., proteins and 
peptides [3-141. With the emergence of commercially available instrumentation, 
HPCE is on the brink of becoming a major analytical technique in the biotechnological 
industries. 

One of the attractive features of HPCE is high peak efficiencies due to the 
so-called electroosmotic flow profile. As a meas.ure of peak efficiency, theoretical plate 
numbers, N of the order of 10s-lo6 are obtainable with optimized experimental 
conditions. 

There are, however, several factors that can significantly decrease N. As peak 

resolution is proportional to ,/% [S], a knowledge of these dispersion factors is of 
major importancein the efforts to improve the resolution of closely eluting peaks once 
a buffer system has been chosen. 

General HPCE dispersion theory has been discussed by e.g., HjertCn [15], Foret 
et al. [ 161 and Terabe et al. [17]. In some of the earliest papers concerning HPCE 
dispersion theory, axial diffusion was assumed to be the dominant dispersive term 
[l&21]. Using Einstein’s equation for axial diffusion [18], this leads to a simple 
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expression for N which suggests that high voltages should be applied. High power 
inductions do, however, cause excessive band broadening due to Joule heating of the 
liquid in the capillary tube [18-271. Power is induced uniformly across the capillary 
cross-sectional area but is only removed at the wall (and at the capillary ends). This 
leads to a parabolic flow profile as the electroosmotic mobility is a function of the 
temperature [22]. Dispersion caused by Joule heating can be minimized by using 
capillaries with a high surface-to-volume ratio and low-conductivity buffers. 

Among the other band-broadening factors considered in the present work are 
radial diffusion, diffusion during sample intake, sample plug length, detector length, 
chromatographic effects caused by analyte-wall electrostatic interactions [ 151, sample 
overload [21,28] and extraneous injection [29]. The last factor refers to sample 
introduced simply by insertion of the capillary into the sample solution. 

Huang et al. [30] showed that the physical length of the sample plug introduced is 
often the most significant dispersion factor. Hence, a very powerful technique in the 
efforts to achieve optimum peak efficiency is to stack the original introduced sample 
zone plug. 

Sample stacking (concentration of the analyte zone) is the process that occurs 
when a voltage is applied along a capillary tube containing a sample plug with a lower 
specific conductivity than that of the surrounding running buffer. As the electric field 
strength is inversely proportional to the specific conductivity of the liquid, the field 
strength is higher along the sample plug compared with the running buffer. In this way 
the electrophoretic velocity, which is proportional to the field strength, increases and 
the ionic analyte zone is narrowed. This “reversed dispersion” is termed sample 
stacking. 

Based on experimental results and with reference to isotachophoresis theory [3 11, 
we have developed a mathematical free solution capillary electrophoresis (FSCE) 
[4,32] dispersion model. The aim of the model is to describe quantitatively the complex 
dispersion processes taking place during both stacking and non-stacking FSCE 
analysis in a simplified way. This approach is different from the previous models based 
on isotachophoresis [ 151. 

All the experiments were carried out with biosynthetic human growth hormone 
(B-hGH) as the analyte. B-hGH is a 22 125 relative molecular mass protein consisting 
of 191 amino acids with an isoelectric point of ca. pH 5. Analysis was performed at pH 
8.0, where B-hGH is a convenient choice of analyte as it has a suitable net mobility and 
is repelled from the negatively charged capillary surface. 

EXPERIMENTAL 

Materials 
Tricine (N-[tris(hydroxymethyl)methyl]glycine} and sodium chloride were 

purchased from Fluka (Buchs, Switzerland) and B-hGH from Novo Nordisk 
(Gentofte, Denmark). Fused-silica capillaries were obtained from Polymicro Tech- 
nologies (Phoenix, AZ, USA). Peak areas were integrated on a Shimadzu C-RSA 
integrator (Kyoto, Japan). 

Methods 
Analysis was performed on an Applied Biosystems Model 270A analytical 
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capillary electrophoresis system. The fused-silica capillaries had an I.D. of 50 pm, an 
O.D. of 192 pm, a total length of 100 cm and a length of 75 cm to the detector (effective 
length). From the introduction end to the detector the capillaries were surrounded by 
a thermostated air-bath operated at 27°C. The electroosmotic flow was determined by 
measuring the retention time of the peak of neutral species. 

Two series of experiments were carried out. Samples were introduced by 
applying a 16%kPa vacuum at the detector end of the capillary. The applied potential 
was changed from 5 to 30 kV in steps of 5 kV. Detection was performed at 200 nm. 
During the experiments three 10 mM tricine running buffers of pH 8.0 containing (a) 
0 mM NaCl (specific conductivity at 21°C K 21~c = 0.22 mS cm-‘), (b) 25 mM NaCl 
(JQ l*c = 2.75 mS cm-‘) or (c) 50 mM NaCl (K 21c = 4.96 mS cm-‘) were employed. 
In the stacking runs B-hGH was diluted with distilled water to 0.1 mg ml- ’ (rcI1oc = 
0.17 mS cm- ‘), whereas under non-stacking conditions B-hGH was diluted to the 
same concentration with the 10 mM tricine (pH 8.0)-25 mM NaCl running buffer. 

Experimental series 1 was subdivided in two series with (1 A) stacking and (1 B) 
non-stacking conditions. Samples were introduced for 3.0 s. The running buffer was 10 
mM tricine (pH S.O)-25 mM NaCl. The purpose of series 1 was to show the effect of 
stacking on peak efficiency. 

Experimental series 2 was subdivided in three series all having stacking 
conditions, but differing in the NaCl concentration in the 10 mM tricine running buffer 
(pH 8.0): (2A) 0, (2B) 25 and (2C) 50 mM NaCl. The sample was B-hGH diluted with 
distilled water to 0.1 mg ml-’ and introduced for 1 .O s. The purpose of series 2 was to 
show the effect of stacking power (defined as the difference between the sample zone 
and running buffer field strength, LIE) on peak efficiency. 

THEORY 

Fig. 1 depicts the number of theoretical plates, N, vs. the applied potential, U, in 
experimental series 1. B-hGH was diluted either in distilled water (1 A, stacking, 
Kg > rcs) or in the running buffer (1 B, no stacking, Kg = rcs). N was calculated based on 
experimentally obtained results as 

N = 5.54 ; 0 
2 

where tR is the analyte retention time and w+ is the peak width at half-height (a measure 
of dispersion). 

The highest N values were obtained at low applied potentials (long analysis 
time), which means that axial diffusion is not the dominant dispersive factor in these 
experiments [18-201. Further, it was concluded that the trend of decreasing N at 
increasing U was not caused by band broadening due to excessive Joule heating [22]. 

What puzzled us most in Fig. 1, however, was the greatly improved peak 
efficiencies at low U when non-stacking conditions were changed for stacking 
conditions. This is clearly demonstrated in Fig. 2, where .the experimentally obtained 
5-kV stacking electropherogram is shown below on the corresponding 5-kV non- 
stacking electropherogram. In an attempt to describe and explain these experimental 
results, in the following a theoretical approach to the dispersion process is presented. 
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Fig. 1. Experimentally obtained number of theoretical plates (IV) vs. the applied potential (U, kV) in 
experimental series 1. The 10 mM tricine running buffer (PH 8.0) contained 25 mMNaC1 (tcZI-c = 2.75 mS 
cm-‘). B-hGH was either diluted with the running buffer [(M) (non-stacking, tczl c = 2.75 mS cm-‘)] or 
distilled water [(O) (stacking, K al’c = 0.17 mS cm-‘). Sample was introduced for 3.0 s. The total length of 
the 50 pm I.D. capillary was L, = 100 cm and the effective length was Ld = 75 cm. The other experimental 
conditions are given under Experimental. Changing from non-stacking to stacking conditions at low applied 
potentials greatly improved peak efficiencies. 

Eqn. 1 is an easy-to-measure approximation of N applied to experimental data 
for Gaussian-shaped peaks. N is defined as 

where Ld is the effective length of the capillary and C? is the total analyte zone variance. 
In the mathematical model we ascribe a2 to six terms: axial (&,i) and radial diffusion 
(0’ radial), a corrected length of the introduced analyte zone (ai?ntro), detector length (a&), 
chromatographic effects (a&_) and sample overload (a&,,ioad): 

All six terms are functions of temperature, which has been accounted for in the 
dispersion model. 

With the actual experimental conditions three of the terms were neglected: 

2 
aoverload ZO (4) 

2 
achrom - -0 (5) 

(as B-hGH is repelled from the silica surface at pH 8.0) and 
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Fig. 2. Experimentally obtained 5-kV electropherograms of the series 1 (a) stacking and (b) non-stacking 
runs. The abscissa scaling is in minutes. In the stacking run N was ca. three times higher than that in the 
non-stacking run. The improved peak effhziency under stacking conditions is clearly demonstrated. 

where Ldet is the detector length (& was, however, calculated for all the runs; in 
general it contributed no more than 1% to the total variance). 

Axial dispersion after an eventual stacking process is calculated by the Einstein 
equation [ 181: 

&id = 2&3(h - to) (7) 
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where DB is the analyte diffusion coefficient when surrounded by running buffer and to 
is the duration of an eventual stacking process, which we estimate by 

Lo 
to = ~ 

PEP,& 

pLEP,s and Es being the electrophoretic analyte mobility in the sample zone and the field 
strength along the sample zone, respectively, and Lo the analyte zone length 
immediately after sample introduction. Owing to a low ratio of introduction time to 
hGH diffusional time constant, it can be shown that the concentration profile is 
elongated into a triangular shape owing to the parabolic velocity profile during 
introduction [33]. Hence, in order to describe the analyte zone as a rectangular plug in 
the model, Lo was multiplied by a factor of 2 (typical to values were in the range 0.5-60 

s). 
Radial dispersion after an eventual stacking process is calculated as [33,34] 

where v is the analyte zone velocity, Rinner is the capillary inner radius, kR is a constant 
and L, is the total capillary length. Under non-stacking conditions l/ < w/z> is 
a function of the flow profile and the ionic strength (l/ < W/I > = 12 for laminar flow; 
in FSCE typical values are 15004000). Under stacking conditions Ii< wh > is a 
function of the difference between the sample solution and running buffer ionic 
strength (typical values are 200.- 1500 during stacking and 1500-6000 after the stacking 
period). An expression for < wh> during the stacking process is derived in the 
Appendix. AvEo is the difference between the two electroosmotic flows that would be 
measured if the capillary had been filled only with sample solution or running buffer. 

The variance due to the introduced analyte zone length is calculated as [30] 

2 G 
CTintro = - 

12 

where L, is the analyte zone length corrected for extraneous injection, for diffusional 
effects during introduction and for an eventual stacking process. Hence, only under 
non-stacking conditions does Lo = L,. Obviously, most attention has been drawn 
towards this term in the mathematical modelling. 

Simulation of sampling stacking 
Sample stacking is simulated as shown in Fig. 3a and b. The leading edge of the 

analyte zone migrates with a linear velocity equal to the velocity that would be 
measured if no stacking took place (sample buffer = running buffer). The terminating 
edge accounts for the zone stacking as it migrates faster than the leading edge. 

The mole flux,j, through the capillary cross-sectional area is calculated relative 
to the “leading edge velocity”: 

.i = CSPEPSAE (11) 
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Fig. 3. Computer simulation of sample stacking. (a) One-dimensional; (b) two-dimensional. In the 
mathematical model it is assumed that the terminating edge of the analyte zone migrates faster than the 
leading edge, thus reducing the zone length. In (a) this is illustrated by the length of the arrows. In (b) axial 
position and amplitude are chosen arbitrarily. 

where Cs is the analyte concentration in the sample zone. AE, which is the “stacking 
force”, is the difference between the field strengths along the sample zone, Es, and 
running buffer, EB: 

A&&-E,=; u 

Ln+L.L, 

where Z, A, Q, Kg, L.s and U are the current, the capillary cross-sectional area, the 
specific conductivities of the sample zone and running buffer, the analyte zone length 
(which varies during the stacking process) and the applied voltage, respectively. 

It is assumed that the total amount of analyte is conserved in the sample zone 
during the stacking period: 

CSLS = COLO (13) 

where Cs is the analyte concentration when the zone length is & and C,, is the analyte 
concentration immediately after the sample has been introduced with a corrected plug 
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length equal to LO. Dividing eqn. 11 by Cs, combining with eqns. 12 and 13 and 
introducing the dimensionless length, .v, 

YE: 
d 

yields 

(14) 

(15) 

where rE and rB have the dimension time. During the stacking period axial and radial 
diffusion widen the analyte zone with increasing time, while the stacking force as 
expressed by eqn. 15 has a zone sharpening effect: 

d0?‘) 
__ = axial diffusion + radial diffusion - stacking 

dt 

Rf,,,,,Av&, < wh > 

4DsLj 
)_2.;=2($_zJ (16) 

Ds, which is the analyte diffusion coefficient when surrounded by the sample solution, 
is calculated as [35] 

(17) 

where Fis the Faraday constant (96 485 C mol- ‘), Rgas is the gas constant (8.3 14 J K - ’ 
mol- “) and ZhGn is the net charge of the hGH molecule (calculated to be cu. - 7). 

If the sample plug was not sandwiched between the running buffer zones, the 
electroosmotic velocity would be higher in the sample zone compared with the 
corresponding velocity of the running buffer owing to a higher electroosmotic mobility 
(higher sample zone zeta potential, wider double layer) and a higher field strength 
(lower sample zone specific conductivity). The difference between the two velocities is 
the dvEo term in eqns. 9 and 16: 

AVEO = PEO,& - PEO,BEB = PEO,S ‘cR - PEO,B EB 
JG > 

= pEO,s'z - ~EO,B (18) 
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The tendency for the sample zone to speed up the electroosmotic velocity results 
in an "electroosmotic pump" pressure on the running buffer. The motive force is in the 
loosely held part of the double layer close to the capillary wall. Hence, the d VEo velocity 
results in an additional dispersive force where the "electroosmotic pump" pressure 
from the sample zone must be balanced by a backflow. 

The so-called electroosmotic flow profile is in general expressed by 

VEO.S -- I - - R  n (19) 
Vmax,EO,S 

where Vm~xxo,s is the maximum electroosmotic velocity of the sample zone (experi- 
enced at the tube axis) if the capillary was filled only with sample solution and R is the 
variable normed inner radius of the capillary tube. The higher the exponent value, n, 
the more plugqike is the profile. For laminar flow n = 2. Martin and co-workers 
[36,37] proposed the exponent to be 8.54 for electroosmotic flow. 

Owing to the backflow we assume the flow profile during stacking conditions to 
be expressed as 

Vvo,s [(1 - -  R s )  - -  k s ( l  - RS)]  [1 + f(dTi ..... s, drinner,B, R)] 
Vmax,EO,S 

(1 - R s )  - ks(1 - R a) (20) 

where ks indicates the degree of backflow.f(dTi . . . . .  S, dTinner,a, R) is a function of R and 
the sample zone and running buffer temperature elevations in the capillary tube. This 
function accounts for additional dispersion caused by Joule heating. Under the present 
experimental conditions it could be neglected [22]. An expression similar to eqn. 20 is 
derived for the running buffer flow profile. 

S and B in eqn. 20 are the exponent n values for the sample zone and running 
buffer, respectively. They are assumed to be inversely proportional to the Debye layer 
[35] thickness, 6. Hence, 

/ F2E c,z, 
kDt" Rlenner-- k R I B,i 

B ~--- ~-- DL inner I ' ~  
oa ~1 ~O~r/~gas I B 

(21) 

Ri . . . .  - k R I s . i  
S = kDL " g DE inner_ / ~ 

~/ gOgr/(gas I S 
(22) 

where kDL is a proportionality constant (experimental data fit, kDL = 0.025), eo is the 
permittivity of vacuum (8.854" 10-la C 2 cm-1 j-1), er is the relative permittivity, Ts 
and Ta are the temperatures of the sample zone and running buffer, respectively, and ci 
and zi are the concentration of and the net number of elementary charges on the ith 
electrolyte, respectively. 
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Calculation of ks in eqn. 20 is based on the demands of a constant mass flow, 
which means that the difference between the buffer and sample zone mean velocities 
must equal zero: 

R=l 

2 j (vms - vm,n)RdR = 0 
R=O 

R=l 

2 (%lax,EO,S s [I - RS - ks(l - R*)] - ~,,~,ro,~[l - RB + k& - RS)]} RdR = 0 (23) 

R=O 

As the electroosmotic pump pressure on the buffer zone is balanced by 
a back-pressure on the sample zone, ks can be expressed in terms of ks: 

Lo% 
k” = ks (L, - L&u 

(24) 

where q is the viscosity. Eqn. 24 is inserted in eqn. 23, which is solved for ks: 

ks 
dVEO 

~------= 
1 _ Vmax,EO,B 

(25) 

vm,EO,S Vmax,EO,S 

In this solution it is assumed that B >> 1, S >> 1 and L,, >> Lo. The equation 
expresses that the extent of backflow is proportional to AvEO. 

Fig. 4a and b are computer simulations illustrating sample zone profiles as 
expressed by eqn. 20 during stacking conditions for various vmax,EO,S/~max,EO,R values in 
the range l-10 (corresponding to the ks range 0.0-0.9). 1~,,,.r~,~~ was set equal to 1. 

At the tube axis the flow profile remains plug-like, but close to the capillary wall 
the difference between the electroosmotic force in the running buffer and sample zone 
double layers results in more laminar-like profiles. Very close to the wall the backflow 
is even stronger than the forward flow resulting in a net negative flow. 

As all the parameters in the differential eqn. 16 are now accounted for, it can be 
solved. Integration from y. to y yields 

aY0 
- - ay + In 

ay0 - 1 

1-2 ( 1 ___ =o, 
a_v - 1 

a=% 
ru 

7.5 

(264 
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Fig. 4. Computer simulation of the electroosmotic flow profile (v so,s) as a function of the variable normed 
radial position, R, in the capillary during stacking conditions as calculated by eqn. 20. (a) 0 < R < 1; (b) 
0.95 < R < 1. The profile is shown for different ks values in the range O-0.9. The ~~~~~~~~~ value was chosen 
arbitrarily to be 1.00. Owing to the lower double layer thickness in the running buffer relative to the sample 
zone, there is a net negative flow very close to the wall. The higher the ks value (eqn. 25) the more laminar-like 
is the profile and thereby the larger is the dispersion. 

or, expressed by the specific conductivities of the sample zone, Q, and running buffer, 
Kg: 

% 
-’ ay0 - ay + In 

QYO - 1 

( > 
~ =o, a=ZA 

JCB uy - 1 TB 

Eqn. 26a or 26b is solved iteratively with respect to y. 
The ratio of the originally introduced sample zone length to the analyte zone 

length after the stacking period, Lo/L1 = ye/y, is a measure of the sample stacking. 



14 A. VINTHER. H. SBEBERG 

Retention time per theoretical plate, tRjN 
Eqns. 7,9 and 10 represent the contribution of each of the three variance terms 

(&al, &dial and &ro ) to the total variance (o’, cm2). In the discussion below, the three 
terms are expressed as contributions to the total retention time per theoretical plate, 
&IN. Hence, 

tR tR 

N’ZU2 

= &Sal + Xradial + Xintro = “axial” + “radial” + “intro” (27) 

In this way the dispersive terms are calculated as 

DB 
“axial” = xaxial = 2. 2. ti 

Ld 

“radial” = Xradiai = +,,,>(I -;)[I +&(Fy] 

“intro” = Xin*ro = s y2 

(29) 

(30) 

As tR/N denotes the retention time required to obtain one theoretical plate, the 
lower the tR/N value the higher is the peak efficiency at any given tR value. 

RESULTS AND DISCUSSION 

The ratio of the originally introduced sample zone length to the analyte zone 
length after the stacking period, yO/y = Lo/L,, expresses the sample stacking. For each 
run the experimentally measured and calculated values are inserted in eqn. 26. The 
equation is solved iteratively with respect to y. The estimated y& ratios are depicted 
VS. U (Fig. 5) and aye (Fig. 6) for the stacking and non-stacking runs in series 1. The 
dotted lines in Fig. 6 indicate the solution of eqn. 26 for various theoretical KB/Ks values 
(given in the caption). The higher the ordinate value the more the analyte zone is 
reduced in length during the stacking process. 

Running under stacking conditions has a dramatic effect on the analyte zone 
length. Reductions of nearly ten times are obtained for low applied voltages. At higher 
voltages the dispersive effects caused by the Av EO and <wh> terms of the radial 
dispersion during the stacking period (eqn. 16) and the decreasing Q/Q ratio due to 
the temperature effects [22] (observed in Fig. 6) become more dominant. 

The effect of different stacking powers (defined as AE, experimental series 2) is 
shown in Fig. 7. When there is only a low stacking power the analyte zone is stacked by 
a factor of ca. !&/KS (the 0 mM NaCl running buffer runs, Q/Q z 1.3). 
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Fig. 5. Mathematical mode& y,,/v = L,/L, values vs. the applied potential (U, kV) in the series 1 experiment. 
During the stacking process (a) the original introduced analyte zone is reduced in length r&/_r > l), 
whereas in the non-stacking runs (W) the zone length is not reduced. 

The 50 mM NaCl running buffer runs (Fig. 7) show an example of the increased 
radial dispersion nearly outbalancing the zone narrowing stacking effect due to the 
“backflow profile”. Hence the analyte zone width is reduced more effectively in the 25 
mM NaCl running buffer runs at high applied potentials compared with the 50 mM 
NaCl running buffer runs even though the specific conductivity ratio of the running 
buffer to sample zone is larger in the latter. 

0.2 I- . . 
BY0 

Fig. 6. Mathematical model, ye/y = Lo/L, values vs. ay, in the series 1 experiment. The dotted lines indicate 
the solution of eqn. 26 for various K& values. The values from top to bottom are 1000, 100, 20, 10, 2, 
1 (horizontal solid line), 0.5 and 0.1. In the stacking runs (0) uyO increases with decreasing U. Hence, the 
figure illustrates that the K&Q ratio decreases with increasing U caused by temperature effects [22]. (W) 

Non-stacking. 
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Fig. 7. Mathematical model, y”/~‘ = La/L, values vs. the applied potential (0: kV) in the series 2 experiment. 
During the stacking process the originally introduced analyte zone is reduced in length (_P~/JJ > 1). 
Increasing the tia/~s ratio (increasing NaCl concentration) increases the stacking power (d/Z), but at the 
same time radial dispersion increases, NaCl concentration: 0 = 0: n = 35; A = 50 mM. 

Comparing mathematical model and experimental results 
Series 1, stacking vs. non-stacking. Fig. 8 shows the correlation between the 

mathematical dispersion model (dashed lines) and the experimentally obtained results 
(solid lines) in series 1, where the purpose was to show the effect of stacking on peak 
efficiency. The lower the tRjN value the higher is the peak efficiency at any given tR 
value. 

At high applied potentials (20-30 kV), similar and almost constant tR/N values 
are obtained for the stacking and non-stacking runs. When U is lowered tR/N increases 

0.05 

0.01 

Fig. 8. la/N(s) vs. the applied potential (U, kV) in the series 1 experiment. The solid lines are experimental 
curves based on eon. 1 and the dashed lines are based on the mathematical model (eqn. 27). At low applied 
potentials, turning from non-stacking (m, 0) to stacking conditions (0, 9) greatly improves peak 
efficiency (decreasing tR/N). Similar retention times were obtained in the stacking and non-stacking runs at 
each applied potential. 
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when the runs are carried out under non-stacking conditions, whereas the value 
remains almost constant for the stacking runs. The reason for this difference between 
the non-stacking and stacking runs is revealed by comparing Fig. 9a (stacking) and 
b (non-stacking), where each of the three additive dispersion terms in eqn. 27 of the 
mathematical model are plotted. Owing to the narrowed analyte zone length during 
stacking, the introduction term is much lower in the stacking runs than the 
non-stacking runs, where it is the largest dispersive contributor at low applied voltages 
(5-15 kV) owing to its “proportionality” to the analysis time (eqn. 30). 

In the non-stacking runs the radial dispersion is lower than in the stacking runs 
as the AvEo/v term in eqn. 29 is negligible. 

Fig. 10 depicts the relative contribution of each of the three additive dispersion 
terms in each of the runs in stacked-bar form. Radial dispersion is the dominant zone 
broadener during the stacking runs, contributing 88-98% of the total dispersion. 

Axial diffusion is an important quantitative term only when there is a long 
analysis time, and hence at low applied voltages. One of the explanations for the 
difference between the experimental and theoretical tR/N values in the 5-kV runs (Fig. 
8) is that the axial dispersion values in general may be estimated too low in the model. 

0.05 
a 

2.. .::: ,,..,. I I I 

5 10 1s 20 25 30 

U, kV 
3! 5 

0.05 
b 

0 I I I 1 

0 s 10 1s 20 25 20 35 

U, kV 

Fig. 9. tR/N (s) VS. the applied potential (u, kV) in the series 1 experiment when (a) stacking or (b) 
non-stacking conditions were used. The mathematical model values for each of the three additive dispersive 
terms in eqn. 27 are shown. 0 = Experimental. Models: 0 = total; +S = axial; A = radial; - = 
introduction. 
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Fig. 10. Experimental series 1. Each of the three dispersive terms in eqn. 27 as a percentage of the total 
dispersion during analysis is shown in stacked bar form for each of the runs. Left side, stacking; right side, 
non-stacking. During the stacking runs the introduction term percentage value is much lower than in the 
corresponding non-stacking runs. 

The results of the series 1 experiment suggest a low potential to be applied under 
stacking conditions as the tR/N value is almost constant with varying U in the range 
5-30 kV. Hence, the longer the analysis time, the higher is the number of theoretical 
plates is obtained. At very low voltages (5 kV and below) axial diffusion does, however, 
increase tR/N, thus creating a lower limit to the applied potential. 

Fig. 1 shows the theoretical plate numbers vs. U in the series 1 experiment. 
McCormick [9] reported similar observations, with low applied voltages giving the 
highest number of theoretical plates. Separation was improved when the operating 
voltage was applied as a gradient instead of instantly. McCormick [9] did not discuss 
the reasons for these observations, but according to the present model the latter 
phenomenon might be due to a lower radial dispersion when applying the voltage as 
a gradient. 

Prestacking is used to describe the use of low Uvalues during the initial stacking 
period, to, followed by a higher U when the analyte zone has left the original 
introduced sample plug. Prestacking has proved very useful in our laboratory, serving 
the purpose of reducing retention times yet giving high peak efficiencies. 

Series 2, different stacking powers (AE). Fig. 11 shows the correlation between 
the mathematical dispersion model (dotted lines) and the experimental results (solid 
lines) in series 2, where the purpose was to show the effect of stacking power, AE, on 
peak efficiency. 

The lowest tR/N values are obtained when there is only a low stacking power (0 
mM NaCl running buffer), and hence a low K,JJC~ value above unity. Fig. 12a (0 mM 
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0 s 10 15 20 25 30 35 

U, kV 

Fig. 11. I~/N (s) vs. the applied potential (U, kV) in the series 2 experiment. The solid lines are experimental 
curves based on eqn. 1 and the dotted lines are based on the mathematical model (eqn. 27). At each applied 
potential the retention time order was 50 mMNaC1 (A,n) r 25 mMNaC1 (W,o) > 0 mMNaCl(O,O). 

NaCl), b (25 mM NaCl) and c (50 mM NaCl), which show each of the three additive 
dispersive terms of eqn. 27, elaborate this. Increasing the initial rcs/rcs value above unity 
at any given U results in a higher stacking power, thus increasing the narrowing of the 
original analyte zone length. At the same time, however, radial dispersion increases, 
thus opposing the narrowing effect of the stacking power. 

Increasing the applied potential (and thereby dE) has the same general effect: 
stacking the analyte zone, but at the same time increasing the radial dispersion. 

As in the series 1 experiment, it is only at low applied potentials (long analysis 
time) that the axial term has any quantitative importance with respect to the total 
dispersion (Fig. 13). 

The series 2 experiment is substantial in the discussion of dispersion during 
FSCE analysis with stacking conditions. Moring et al. [38] discussed the importance of 
sample stacking during FSCE analysis and argued that “much lower ionic strength 
and conductivity” of the sample solution relative to the running buffer (thus high rc&cs 
ratios) should be employed, resulting in very narrow analyte zones. The experimental 
results as illustrated in Figs. 11 and 14 (N vx U, experimental series 2) oppose this 
suggestion. Whereas it takes ca. 2 ms to obtain one theoretical plate in the 20 kV, 0 mM 
NaCl run, it takes cu. 9 and 10 ms in the 20 kV, 25 mM and 50 mMNaC1 runs where the 
rca/~+ values are higher. 

Hence, increasing the rc&cs ratio has a narrowing effect on the analyte zone, as 
discussed by Moring et al. [38], but at the same time the radial dispersion both during 
and after the stacking period increases, as observed in Fig. 12a-c where the radial term 
increases from the 0 to the 25 to the 50 mM NaCl runs. 

As in series 1, radial dispersion is the main zone broadener at high applied 
potentials (Fig. 13) and at high rcs/rcs ratios. 

An additional experimental series was carried out. Different plug lengths were 
introduced (0.2-15-s introduction) and the experiments were performed under 
stacking, no stacking or reversed stacking conditions (rcB < us) in 10 mM tricine buffer 
(pH 8.0). 
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Fig. 12. tR/N (s) vs. the applied potential (U, kV) in the series 2 experiment when the 10 mM tricine running 

buffer (pH 8.0) contained (a) 0, (b) 25 or (c) 50 mM NaCI. The values for each of the three dispersive terms in 
eqn. 27 are shown. Increasing the ~a/~s ratio (increasing the NaCl concentration in the running buffer) 
strongly increases radial dispersion and the tR/N values. Symbols as in Fig. 9. 

Increasing the introduction time, tinj, dramatically decreased the peak efficiency 
(Fig. IS) as the introduction term of the total dispersion becomes more dominant with 
longer injection times [30] (eqn. 30). In the 0.2-s non-stacking run the introduction 
term contributed cu. 1% to the total dispersion whereas for a 15-s introduction the 
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Fig. 13. Experimental series 2. Each of the three dispersive terms in eqn. 27 as a percentage of the total 
dispersion during analysis is shown in stacked bar form for each of the runs. Left side, 0 mM NaCl; middle, 
25 mM NaCl; right side, 50 mM NaCl. Only at low applied potentials and with low stacking power (0 mM 
NaCI) does the introduction term exceeds 20% of the total dispersion. 
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Fig. 14. Number of experimentally obtained theoretical plates (N) W. the applied potential (U, kV) in the 
series 2 experiment. The t,/Nvalues are higher in the 50 mM NaCl runs than in the 25 mM NaCl runs at each 
applied potential. As the retention time is longer in the 50 mM runs, however, with this combination of ta/N 
and ts almost identical N values were obtained in the two buffers. NaCl concentration: (m) 0; ( n ) 25; (A) 50 

m&f. 
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Fig. 15. Number of experimentally obtained theoretical plates (N) vs. the introduction time (ttnj. s). 
Increasing finj dramatically decreases N. Experimental conditions: sample, B-hGH diluted to 0.1 mg ml-’ 
with distilled water (rcZ1.c = 0.17 mS cm-r); running buffer, 10 mM tricine (pH 8.0) (~~.c = 0.22 mS 
cm-‘); samples introduced for 0.2-15 s; applied potential, 15 kV. Other conditions as under Experimental. 

value was ca. 98%. Hence, with long sample introduction times, where the 
introduction dispersion term is totally dominant, a stacking process can be very 
effective in narrowing the analyte zone length. Changing from stacking to non- 
stacking conditions decreased tR/N by a factor of 5-10 in the ti,j = 15 s runs. 

In the reversed stacking runs the original analyte zone was widened relative to 
the originally introduced sample plug length. If experiments have to be carried out 
under reversed stacking conditions, short injection times should be used. 

CONCLUSIONS 

Based on simple assumptions in the development of the mathematical model for 
dispersion during FSCE analysis, a few general suggestions can be made. 

Stacking is a powerful technique in narrowing the analyte zone length, thus 
increasing the number of theoretical plates. 

The specific conductivity of the running buffer should be kept low in order to 
avoid dispersive effects caused by excessive Joule heating. 

Stacking conditions (K~/K~ < 1) should be employed and the specific conductiv- 
ity of the sample solution should only be slightly lower than that of the buffer solution. 
We term this “moderate stacking”. 

Increasing the lcs/lcs ratio increases the stacking power (LIE), reducing the 
analyte zone length, but at the same time the radial dispersion is increased, thus 
widening the analyte zone. With increasing Q/Q ratios and increasing applied 
potentials the radial dispersion dominates over the “zone stacking”. Hence, the 
applied potential should be kept low during the stacking period, to, with a lower limit 
governed by axial diffusion. 

After the stacking period the analyte zone has left the originally introduced 
sample zone and the applied potential can be increased in order to speed up analysis. It 
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must be kept in mind, however, that according to the model the originally introduced 
sample zone exerts an electroosmotic pump pressure on the analyte zone even after the 
stacking period, resulting in a radial dispersion which increases slightly with increasing 
potential. 

If long introduction times are necessary owing to, e.g., a low analyte 
concentration in the sample solution and/or a low detector sensitivity, moderate 
stacking conditions and low applied potentials are very effective in narrowing the 
analyte zone and superior to non-stacking and reversed stacking experimental 
conditions. 

In accordance with existing FSCE theory, the mathematical model predicts that 
the number of theoretical plates increases with decreasing introduction time. 

If reversed stacking conditions cannot be avoided, the introduction time should 
be kept as short as possible. 

In summary, generally the introduction time should be medium to short 
depending on the detector performance, moderate stacking conditions and low applied 
potentials should be employed during the stacking period, the running buffer 
conductivity should be kept as low as possible and the applied potential should be 
increased after the stacking period (depending on the Qcs and Kg values) in order to 
speed up analysis. 

APPENDIX 

Calculation of < wh > during stacking 
The term w is a velocity profile function of the normed radius, R, and defined as 

1331 

vE0.S 

= m[l - RS - k,( 1 - RB)] 

= m[l -z” - ks(l - z”)] (AlI 

s B 

n, u and z are introduced in order to simplify the mathematical manipulations 
concerning the mean of the wh product ( = < wh > ). 

z E R= 

Here m is a constant which meets the demand that the mean value of w = 1: 

<w> = 1 (A24 

0 

z=l 

s 

m[l - z” - ks(l - z”)]dz = 1 Wb) 
z=o 
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This means that eqn. Al can be rewritten as 

A. VINTHER, H. S0EBERG 

642~) 

1 - z” - ks(l - z”) 
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n 
(A3) 

U _-------‘ks 
n+l u+l 

In this equation h is a function of the radial position z and stationary solution to the 
concentration profile in the Taylor approximation [39] of the solution to the dispersed 
plug flow model [33,39,40]: 

--v2h= -; =w-1 (A4) 

The equation is solved by the use of eqn. A3 and the boundary conditions 

<h>=O, -= ah(l) o 

aZ 

thus yielding 

1 1 1 

h= (n+~)+~~zfl+l+ks~u+~~z~ks~~~zU+l+ho (A5) 

n 

n+l 
k,.L 

u+l 

After extensive calculations and reductions, the mean value of the product wh is found 
to be 
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If there is no backflow (no stacking), ks = 0 and eqn. A6 reduces to 

25 

<wh> = 
1 

2(n + 1) (n + 2) 
(A7) 

For laminar flow where n = S/2 = 1, the value of -=z wh > is l/12, as used by, e.g., 
Golay and Atwood [34]. The higher the value of n, the lower is the value of < wh > and, 
in accordance with eqn. 16, the lower is the radial dispersion. 

As generally n >> 1 and u >> 1, eqn. A6 is simplified to 

Inserting the expression for ks as found in eqn. 25 into eqn. A8 yields 

<wh> &-[E(+-$)-+I (A9) 

(‘48) 

In practice, the < wh > values change as a function of time [33]. We did, 
however, simply calculate them as being constant in each separate run by the use of 
eqn. A9. The constant kDL is estimated based on a trial-and-error best lit for all three 
experimental series and we chose a value of 0.025. The < wh > term after the stacking 
process was chosen to lit the experimental data. 
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